Survey of adaptive dual control methods
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Abstract: A survey of adaptive dual control methods, elaborated from the carly 1960g until the
present, is given. The development of dual control methods is considered in chronological order,
taking into account its close interconnection with general progress in adaptive control theory and
applications. Detailed classifications of stochastic adaptive control methods and duval contral
methods are presented. The properties of a neutral conirol system and the nature of the dval effect
in adaptive conteol systems are described. The historical stages of the development of the theory

and applications of dual control are reviewed,

1 Introduction

Most adaptive controllers are based on the separation of
parameter estimation and contreller design. In such cases,
the certainty equivalence (C13) approach is applied when the
unceriginty of estimation is not taken inte consideration for
the controller design, and the parameter estimates are vsed
in the centrol law as if they were the real values of the
unknown parameters. This heuristic approach is very
simple to implement, and has been used in many adaptive
control schemes from the beginning of the development of
adaptive control theory {in the mid 1950s) until recent
times: licldbanm [1-4], in his early works, considered the
problem of optimal adaptive control and indicated that
gystems based on the CE approach are nol always optimal,
but can indeed be far from optimality. He pestulated two
main properties of the control signal of optimal adaptive
systems, The contre! signal should ensure that (i) the
system output cawtiously iracks the desired reference
value, and (ii) it excites the plant sufficicntly to accelerate
the paramneter estimation process, so that the quzlity of
adaptive controllers designed on the parameter estimation
process can be improved considerably in future time inter-
vais. Adaptive contral systems showing these two proper-
ties were named adaptive dual control sysfems, and these
properties were named dual properties (or dual featnres).
The formal solution of the optimal adaptive dual control
prablem in the formulation considered by Feldbaum {5] can
be obtained using the method of dynamic programming,
However, the equations cannot be solved either analytically
or numerically because of the growing dimension of the
underlying space, even lor simple examples {cxact solutions
of very sitmple dual control problems can be found in
Sternby [6], where a system with only a few pessible
states was considered). These difficulties in finding the
optimal solution lead to the appearance of various simpli-
ficd approaches, which can be divided into two large
groups: those based on various approximations of the
optimal adaptive dual control problem, and approaches
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based on the reformulation of the problem to obtain a
simple solution so that the system maintains its dual proper-
tics. These approaches have also been named implicit and
explicit adaptive dual contrel methods. The main idea of
these adaptive dual contrel methods lies in the aitempt to
design adaptive systems that would nol be optimal, but
would at least have the main dual features of optimal
adaptive conirol systems. The adaptive control approaches,
which are based on approximations of the stochastic
dynamic programming equations, are usually complex
and require large computational efforts in real-time mode,
or they are based on rough approximations so that the
system loses the dual [eatures and the control qualily
remains insufficient [7-10]. The preblem reformulation
methods arc more fiexible. Before the elaboration of the
bicriterial design method for adaptive dual conirol systems
(see, for example, [11], the reformulated adaptive dual
control problems were considered on the basis of a special
cost finetion, which consists of two added parts: control
losses and an uncertainty measure (the measure of the
precision of parameter estimation} [ 12, 13]. These methods
allow one to desigh simple dual controllers, and the compu-
tational cemplexity of the control algorithms can then be

-compared to those of the generally used CE controllers,

‘Two surveys of adaptive dual control imethods arc avail-
able [14, 157, Taking into account the growing Intcrest in
adaptive dual control, a more detailed survey of dual
control methods, including very recent results, will be
given here. The development of adaptive dual control
methods will be considered in chronological order,
together with the general progress of the theory and
application of adaptive control. The definitions of a dual
control system and a neulral control system, as well as a
new definition of an adaptive eontrol system, will be given.
The interconnections of adaptive dual control with the
general development of adaptive control methods will be
emphasised. For this purpese, a classification of not only
adaptive dual control systems, but also of adaptive control
systems will be given. The applications of adaptive dual
control will he summarised.

2 Unsolvability of the optimal adaptive control
problem

The formulation of the unselvable optimal adaptive control
problem was originally suggested by Feldbaum [1-5), This
problem will be described below in a more general form,
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including a model with time-varying parameters and the
state-space representation.

2.1 Statement of optimal adaptive control
problem

Consider the system described by the following discrete-
time equations of siates, parameters and observation

(k1) = filx(k), pk), u(k), E)),

k=0,1,...,N -1 (1
plie+ 1) = v p(k), (k) (2)
¥l = Re(x(k). (#)) (3)

where x(k)e "™ is the state vector, p(k) e R is the vector
of unknown patameters, r(k)eR™ is the control input
vector, p(A)eM™ is the observation vecior (system
output), and (k) e W™, a(k) e N and n{k) e K™ are vectors
of independent random sequences with zero mean and
known probability distributions; f;, v, and hy are known
simple vector functions. The function v, describes the
stochastic time-varying paramcters of the system, The
probability density for the initial values p(x(0), p(0)) is
assumed to be known,

The sct of observations and contral values available at
time & is denoted as

S = DA,
k=1, N-1,

O, atk = 1), ..., w(0),
3y = (00} (4)

The performance index for control aptimisation has the
form

Nl
J=E Egﬂl(x(k + 1), #(k) ()
k=0

where gz, are known positive convex scalar functions.
The expectation is taken with respect to all random vari-
ables x(0), p(0), &%), e(k) and n(k), k=0, {,... . N—1,
which act upon the system.

The problem of optimal adaptive control consists in
finding the control policy wk)=u{3I)eld;, k=0,
I,...,N— 1, which minimises the performance index of
eqn. 5 for the system described by eqns. 1-3, where £ is
the domain in the space ‘R"" that defines the admissible
contral values.

2.2 Formal solution using stochastic dynamic
programming

Backward recutsion on the following stochastic dynamic
programming equations can generate the optimal stochastic
(cual) control sought for the above prablem:

Sy = min (Bl (V) vy = DSy )]
(6)
chm(i?k) = min [E{g ek + 1), wlk))
kst
+ I @IS,
k=N-=-2,N-3,...,0 (7}

where the superscript CLO denotes ‘closed-loop optimal’
according 1o the terminology suggested by Bar-Shalom and
Tse (7],

It is known that the analytical difficuliies in finding
simple recursive solutions {from eqns, 6 and 7, and the
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numerical difficullies due to the dimensionality of the
vnderlying spuces make this problem practically unsolva-
ble, ¢ven for simple cases [7, 8], Bul a detailed investiga-
tion of this problem enabled the main dual propetties of the
control signal in optimal adaptive systems to be found and
used for other formulations of the adaptive dual control
problems, which led to the claboration of design methods
for adaptive dual controllers and, practically, to the solution
of the adaptive dual conirel problem.

3 How to classify adaptive controllers

The shecr quantity of ditferent adaptive control approaches
presented in the literafure makes a survey of this ficld a
cumbersome and formidable task. Before beginning to
classily adaptive controllers, it is natural fo give a
definition of adaptive controllers and to differentiate
between adaptive and non-adaptive controllers. Several
attempls to strictly define adaptive contiol systems have
been manifested by Saridis [16] and Asirém and Witten-
mark [17], Preferrcd definitions of adaptive control and
adaptation arc also cited in the book of Tsypkin [18].
However, up to how no satisfactory deflinition has been
available, by which one could strictly scparate adaptive
systems from non-adaptive ones. The difficulties Tie in the
vet undetermined separation of wvarious systems with
nonlinear and time-varying control laws from adaptive
contrel ones. We suggest the following definition, which
summarises what control engincers usually understand by
an adaptive contral system.

An adaptive control system 1s delined as a control
system operating under conditions of uncertainty of the
controller, which provides the desired system performance
and changes its pagrameters and/or stryctire In order o
reduce the uncertainty and to improve the approximation
of the desired system.

Therefore, the presented notion of an adapiive control
system stems from the notions of uncertainly, a desired
system, parameters, and structure. In this definition the
terms comprise the following:

(i) Uncertainty: Unknown parameters and characteristics
of plant, environment or unknown controller.

(iiy Parameters: The valucs that determine system compo-
nents, or connections between the components. Engincers
scparate parameters from states of the systen: the states of
the system are lo be dircetly controlled and they can
change more rapidly than parametoers,

(i} Structure: The structure of the system is the aggropate
of the system components and conncctions between them.
(iv) Desired system: The system, which would be synthe-
sised in the case of no uncertainty. The goal of adaptation
is to reducc the uncertainty and to give the possibility of
synthesising (his desired system. For example, in the case
of convergence, the desired system will be obtained as a
system with fixed parameters after finishing the adaptation.

This definition allows a separation ol the adaptive
systems from systems with time-varying, nonlincar and
robust controllers, and controllers with changing structure,
where the structure and parameters are known, The yard-
stick for an adaptive systern is the following. The para-
meters and/or structure of a controller that provides the
desired performance for a given unknown plant are
unknown, and a superimposed adaptive system tries 1o
find these parameters and/ar the structure of the cantroller
during operation in real-time mode.
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Therefore, the main geal of adaptation is to finish and
switch off the adaptation as soon as possible, and to use the
adjusted controller with a fixed structure and fixed param-
eters henceforth. The adaptive system aims at on-line
identification and correction of the structure and the param-
eters of a standard control loop, and switching off the
adaptation loop ance convergence has occurred. However,
this goal can be achieved enly in cases of bounded
variation of the plant or ¢nvironment; atherwise the adap-
tation cannot be finished and the desired controtler will be
sought continuously, or the adaptation will be restarted
after every change in the operating conditions. As pointed
out by Unhghauen [19], there cxist two kinds of adaptive
control systerns: (i) the systems in which one should apply
the adaptation only once to reduce the & priorf uncertainty,
and (ii) the systems in which the parameters or structure
is changing and the adaptation must be realised constantly.
It should be noted that adaptive dval contral allows one
to accelerate the adaptation and to [finish it earlier. The
presented definition of an adaptive control systern does not
contradict the known and celebrated ones [16-18]. These
also cover self-organising systems, which can be consid-
cred as complex cases of adaptive control systems. The
introduction of this new definition of an adaptive contral
system, with the clearly indicated goal of adapiation,
allows us to introduce a new cost functional for the
deviation of the system output from an unknown nominal
output of the system. This cost functional can be used to
modify many control systems with direct and indircet
adaptation by adding a dual control system component.

It should be noted that dual control systems can be
adaptive as well as non-adaptive. For example, dual cffects
can be viewed in stochastic nonlingar systems, where the
uncertainty consisis of the inaccuracy of state estimation
[7]. The definiticn of a dual control system i5 as follows.

A dual contro! system ig a control system that operates in
conditions of uncertainty, and where the control signal has
the following properties: (i) it cautiously foilows the
control goal, and (ii) it excites the plant to improve the
estimation.

The meaning of “cautiously follows the control goal™
has been explained well, for examiple, in [7]. Il means that
in the case of uncerfain parameters of the system, the
control signal should be smaller {cautious) than the control
signal in the system with known parameters and after
adaptation.

The structures of a standard adaptive control system and
adaptive dual control system are portrayed in Figs. 1-4. In
the indicated structures (Figs. 1 and 3), the non-confined
form of the controller block emphasises the goal of
adaptaiion, which consists in determining the unknown
parameters of the controller. The adaptive system tries to
determine the controller parameters during the operation in
real-time mode, whercas the adaplive dual contral system
realises this actively by means of optimal excitations added
to the cautious centrol action, It should alse be noted that
the covariance matrix of the estimation error is transferred
from the cstimator to the controller design stage in the
adaptive dual control systeins (Figs. 3 and 4),

To summarise the above presented properties of dual
contrel systems, the complete schemes of the conventional
adaptive control system and adaptive dual control system
arc also shown in Figs. 2 and 4. Transferring the accuracy
of the parameter estimates, by means of the covariance
matrix P of the estimation ervor, from the estimator to the
design stage is the main important difference betwesen the
presented structures. The utilisation of the accuracy of the
estimation for the controller design allows the generation
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of the optimal excitation and cautious confrol signal for an
adaptive dual controller and, furthermore, demonstrates a
significant improvement in the control performance for the
case of large uncertainties,

Centrol systems, adaptive and non-adaptive, may be
classified in three large groups, which gencrate the manip-
ulating signal in different ways, as indicated in Table 1.
These types of contrel systems determine the correspond-
ing control methods that have been developed for different
groups of controllers. For example, almost all suboptimal
stochastic approaches have appeared as a result of consid-
ering control problems for systems of type L. Methods of
predictive control take into consideration the systems of
type II. Many controllers belong to type III, For example,
the methads of implicit dual control were originally clabo-
rated for systems of type I, and the explicit duval conirollers
for systems of type TIL.

The classification of stochastic control approaches of
type I and their main characteristics are shown in Fig. 3.
These approaches are based on various simplifications,
Many approaches, indicated in Fig. 5, can also be applied
for predictive control systems of type I The detailed
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Fig. 5 Classification of stochastic adapiive control systems of wpe L (Some of the considered methods of feedback and dud controf can be divectly applied

to systems of type i)

deseription of these methods, as simplified approaches for
solving the stochastic control problem described in Section
2, will be given in Sections § and 6. The difference
between stochastic control polices with the CE assump-

tion, separation and wide scnse separation will also be

emphasised.
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To find a CE control law for the problem described by
eqns. 1-3 and 5, all stochastic variables should be replaced
by their expectations. Let us denote the resulling determi-
nistic feedback controller as

u{k) = g {x(k))



Table 1: Classification of discrete-time controflers for various types of control signals

Typa

Description of group

a sequence of control signals t(k),. .., u{N— 1} or control
policies t{3x),. ., Uy — 1[Iy _ 1} is generated, where #=0,
1y ... N~ 1; Ncan take valuss from the set {1,..., oo}

at every coniral instant k, a sequence of control signals
WK, ..., uk--N) is generated to optimise a cost funclion,
but only ik} is applied, where k=0, 1....,c0.; N can lake
values from the set {1, ..., «}

at every control instant, only w{#) is ganerated, where k=0,
1,...,%. Knowledge of the future raference signal is not

Examples
optimal control problems
with finite and infinite
horizon.

all predictive controllers.
in the case of M — o, the
controllers  coincide  with
type 1.

STR, GMV, various
MRAC and APPC*, sto

required.

Also controllors of type I,
which generate constant
feedback.

* 3TR=selk-tuning regulators, GMV = generalised minimum variance cantroller, MRAC = made| refarence adaptive contral,

APPC = adaptive pole-placement conlroller

This CE contreller is applied, replacing the unknown
system stare x(k) by its estimate £(%):

u(lk) = ((k)) )

The CE controller provides the LQG-conirol problem [7].
The notion of separation is more general than the CE and it
will be given below. The conlrol is generated using the
state estimate as

u(k) =, (%(k)) (10)

where the function ;. differs from the optimal determinis-
tic feedback ¢;. [ere, only the separation of estimator and
coniroller i3 important. This contrel law is optimal for the
linear guadratic control problem and for systems with
stochastic paramctric disturbances of white noise [27],
Sometimes, the definition of the control law with separa-
tion in the wide sonse is used. The controller depends not
only on the estimate, but also on the covariance matrix of
the estimation P(k):

nlly = §i (k). PkY) (1)

This control law is optimal for the lincar stochastic system
with known parameters and exponential cost function [19].
Many of the dual controllers arc based on separation in
the wide sense, and the parameter estimates and their
covariance matrix arc transferred from the estimator to
the controller,

The classification of controllers of type 111 is presented
in Fig. 6. It should be noted that the well known adaptive
controllers such as STR, GMV, LQG, APPC, MRAC, etc,
have originally been elaborated upon using the CE assump-
tion. In a system with indirect adaptation the controller
parameters are calculaled using estimates of the plant
parameters, whereas in the systems with direct adaptation,
the contraller parameters themselves are estimated directly
from the inpul and output data without esltimating the
paramoters of the plant model, as indicated in Figs., 7
and 8, respectively. The application of the bicriterial
approach to the systems presented in Tig 6, with indircct
as well as dircet adaptation, allows one to design dual
versions with improved control performance for all these
systems, as will be shown later.

L adaptive control of typs i

!

nan-dual cantrol

caulious
control

{Wittenmark

[13, 14]}

based on the
CE approach

dual sontrel based
on problem refarmulation
{explicit dual control)

|

optimises a

sum of controf hicriterial
losses and an approach
uncertainty {Filatov et al
index 1n

(Milite et al [12])
—

Indirect adaptation

122

direct adaptation

Fig. 6 Clossification of adaptive conirollers of type HI (Elaboration of the bicriterinl approach alfows the design of dual versions of al controlers of bpe
HI The complexity of the connollers grows from left to vight}
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Fig. 8  Swstem with direct adaptation (with indirect identification)

Adaplive conlrol systems can also be classified by the
types of models used. Likewise, various predictive control-
lers are based on nonparametric models, For example,
dynamic matrix control (DMC) [28-30] uses a step
response madel, and model algorithimic control {MAC)
[31] is based on an impulse response model. Various
nonparameiric controllers also use frequency-domain
models of the plants. Many dual conirollers have been
elaborated for least squares (1.S) and state-space models,
but the results can be extended to CARMA and CARIMA
modeis. This general ciassification is given in Fig. 9.
Unbehauen [19] presented more gencral lincar models.

4 Dual effect and neutral systems

In some systems, ihe accuracy of estimation 1s independent
of the control action, and Feldbauwm [1-4] has named them

neutral control systems or control systems with indepen-
dent (passive) accumylation of information, The strict
definition is given below.

A neutral control system is a control system that opcrates
in conditions of uncertainty, and any cxcitations added to the
control signal cannot improve the aceuracy of the estimation,

[t is nocessary to point out that adaptive contrel systems
are usvally not neutral, and the ‘additive’ uncertainty of
systems, which is attributed to such [1-5], cun be compen-
sated using an intcgral feedback control law without any
adaptation,

Almost all adaptive systems have uncertain parameters or
states, which arc multiplicative to the control signal or state
variables and, therefore, they are not neutral. The dual effect
can be used to improve the performance of such control
systems, Systems with additive uncertainty, like the system
described by cqn, 8, are an exception, Therefore, one can
conclude the above discussion with the following statement.

The performance of various adaptive control systems
can be improved by applying dual control methods and
replacing the CE controllers (or other non-dual controllers)
with dual controllers, providing cautious behaviour with
optimal excitations.

Seme simple possibilities of replacing non-dual control-
lers with dual ones have been considercd in [32] and are
supported by examples.

Remark: To better understand the above statement, it is
important to mention that the measure of performance can
be understood in different ways in modern coniro! system
theory. ¥or instance, if the tracking error is the measure of
performance, then caniiousness can reduce tracking quality
but increase robustness in the case of slight dynamical
changes of the plant. Furthermore, there can be a mismateh
between the estimated and actunl stochastic uncertainty of the
plant model, which might make the dual controller perform
worse than CH control, At the same time, the choice of the
parameters of the dual controller is very important for the
improvement of the contrel performance. A dual controller

I

discrete-tima meodels for adaptive control}
P

nonparametric modsls
{nanparametric adaptive controf}

parametric models
(paramatric adaptive contral)

D

fintte impulse finite step frequency- . y
r6spoNse rasponse domain |npmugg;||1§ut stanzeogg;ce
{FIR) modal | | [FSM) made! modals

[
Y = 2 e

CARMA or CARIMA or

least squares

[ar CARJARK) ARMAX ARIMAX
model madal matel
J L

N
A9 = £ 9kl
i=

Y+ = biu(k-i)-g1a|y(k-i)+é(k)
=4 1=

m n ng
ylicH = X byulkeil2 ay kel + g e
i=0 =1 i=Q

m on L )
yikH) = X bulkd)-Z apylied + 3 Tobike)
=0 i=1 i=0

Fig. 9  Classification of fmportant linear discrete-time models vsed in adapiive confrol

CAR = controlled antoregressive, ARX = autoregressive with auxiliacy input, CARMA = contralled antorepreasive moving-average, ARMAX = autorepressive moving-
avernge with auxiliary input, CARIMA = controlled autoropressive integrated moving-average, ARIMAX = aufarcgressive inlegrated moving-average with auxiliary

input, Al =k — xA — 1)
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with uncommonly large excitation or too cautious behaviour
might alse perferm poorer than a CH control.

5 Non-dual simplifications

The stochastic dynamic programming according to eqns. 6
and 7 gives, formally, a solution to the considered stochas-
tic optimal contral problem [3, 7, 9]. However, it is well
known that the analytical difficulties in finding simple
recursive solutions, and the numerical difficulties due to
the dimensionality of the underlying spaces, make this
problem practically unsolvable, even for simple cases
[7, 8]. This fact has led to the development of various
suboptimal stochastic adaptive control methods [7-9, 21,
25, 26, 33), which are based on different approximations
and simplifying assumptions, and are classified in Fig, 5,
Many of these simplifications can be interpreted as approx-
imations of the probabilily measures of the unknown statcs
and parameters of the system. Thug, the suboptimal adap-
tive control policies are bascd on the minimisation of the
following remaining part (cost-to-go) of the general perfor-
mance index, given by eqn. 5.

N—|
T3 o) = B 1 D gl + D, m@)3 (1D

i=k

{3y} is to be found at sampling time & using the
approximation p; of the conditional probability densities
of the system states and parameters for the future steps:
plclk 40y, pli+ D Tey ), i=0, 1,0, N — k= 1 {see also
[21], where the notion of p-approximation has been intro-
duced). In eqn, 12 the expectation E, is calculated using
the approximation py. The various suboptimal stochastic
adaptive control approaches are based on different approx-
imations g (p-approximations) in eqn. 12, as shown
below:

(i} For the open-loop {OL) control policy, the system is
agsumed to be without feedback and the optimal control is
found from @ priori informaticn about the system param-
eters and states. This simplifying assumption is cquivalent
to the following approximalion of the probability densities
foregn. 12:

e = ¢ = (ol + 0, plk + DIT, 1)
= ple(k + ), pl -+ DI%), i=0,... N—k=1)
(13)

where p(x(k+7), plk-+ D|3..;) depends on the determin-
istic sequence {#(0),. .., #(N — 1}} for this case.

(ii) To find the control input for the open-leop feedback
(OLF) contrel policy, the system is assumed to be without
feedback in the [uture steps (from time & to &), but at every
control time & the obscrvation is used for the estimation of
both parameters and siates, and then the probability
measures are corrected [9, 28], This simplifying assump-
tion can be described by the p-approximation in eqn. 12:

e =i = Lot + D, plk + D150
=pxk+0,pk+DIT), i=0,....N—k—1}

(14)

In the case of the approximate assumption described by
eqn. 14, the informaticn from feedback is used to improve
the control quality. It is known that the OLF-control
provides a superior control performance compared with
the OL-control, using the p-approximation according to
eqn. 13 [9].
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(i) The well known and generally used CE approach can
also be interpreted for the considered control problem,
using the following p-approsimation of the probability
densities for the ‘cost-to-go’ described by eqn. 12.

2 = i = {px(k+ D, plee + D134

= 0(x(k + 1) — Bk + DS{ plk - 1)
—Blk4+ilky, i=0,... N—k—1} (i5)
where
&k + ) = Bk + D130 plk+ ilk) = B{p(k -+ DI}
(16}

are the egtimates, and d is a Dirac function. The cstimates
ar¢ used here in the control law as if they were the real
deterministic values of the unknown parameters.

It should be noted that only the QLF and the CE policies,
with the approximations described by eqns. 13 and 13, are
used in practice. The CL-gontrel policy is simple in
implemeniation but provides an insufiicient control quality
in many cases, because the inaccuracy of the estimates is
not taken into account. The OLF-control policy gives
better control quality bul requires a numerical iterative
eptimisation procedure in real time. It should also be noted
that the approximation using a Dirac function J is actually
a substitution of the deterministic values instcad of the
stochastic variables (CIZ assumption). Apparently, it can be
named p-substitution instead of p-approximation.

(iv) A new p-approximation of the joinl probability
measurcs for both the system states and parameters has
heen suggested in [21]. This approach allows the derivation
of adaptive control poiicies that are computationally simple,
especially for linear systems, with improved control quality.

Consider the following cxtended state vector for the

system described by cqns, 1-3:

2 (k) = [x" (0. p" (R)] (17)

The vector z(%) is separaled into two non-intetsecting parts
(vectors): z(k) and z(%). Introducc the lollowing p-
approximation of the extended state vector of egn. 17,
which will be uscd te design the control law via minimisa-
tion of the cosl-to-go, according to eqn. 12

pp = Py = {plak+ 0, mlk + HITey )

= 8z (k + ) — 21 (& + Dplz 0k + DIT,).
i=0,... N~k—1} (I8

where  plzi(k+ i), mlk+ DSp Y =plalk+ Dy )=
plx(k 48, pk+ 0|31, ;). For the p-approximation, accord-
ing to eqn. 13, the CT assumplion (see cqn. 15) is applied
to z;{%), the {itst part of the extended state vector, and the
simplifying assumption, as for the OLT-control policy (see
eqn. 14), to the second part z;(£), Thus it is assumed that at
every sampling time £, the system operates in closed-loop
feedback maode for the future time intervals with respect to
the first part of the extended stute vector z1{k + ), and in
open-loop feedback mode for the second part zo(k +1), i e,
the information from the measurements is not used in the
future to estimate zz(k+ 7). Tt is asswmed at the same time
that the CE asswmption is applied for the first part of the
extended state vector, but not for the second part. This
partial certainty equivalence (PCE) approach, together with
the assumption according to egn. 18, allows one to dosign
adaptive controllers that are simple in computation, espec-
ially for linear systems. Moreover, it is possible to eslimate
an upper bound of the criterion for this control [11], for the
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cage that the frst part of the extended state vector z({£) is
exactly observable, and, as has been shown analylically
[11], that the performance for the PCE policy is superiar to
that for the OL policy in this case. [t should be mentioned
that the suggested PCE appreach proposes an informal
separation of the extended state vector into its two parts,
z((k) and z,(k}, which shoyld be realised in accordance with
the specific structyre of the system, described in general by
eqns. [-3, Depending on this scparation, the PCE-control
policy can be a dual or non-dual ene. An cxample of this
separation for lincar systems wilh unknown stochastic
parameiers has been given [11]. The PCE-control policy
can be uscd together will the bicriterial approach for
designing a dual contreller, where both implicit and expli-
cit dual control methods are applied together [22].

6 Implicit dual control

The implicit duai control methods are based on various
approximations that maintain the dual properties of the
system and, therefore, are very complex. Some of them are
even unsolvable in spite of the approximations, such as the
oniginal dual control problem.

The partial open-loop feedback (POLF) policy [9] (sce
also Figs, 1 and 2) is based on the assumption that instcad
of full information J,; in the future steps,
i=0,...,N— k-1, only incomplete information 5 ;
fram the [uture measurements will be used. This assunp-
tion is equivalent to the following p-approximation:

py = Py = [ POk + 1), plk + 1T)
= plelk + 1), plk + D3y,
i=0,....N—k—1} {19

where Ty o= {#k+7,....pk+ 1}  yh),....00),
wlk+i—D,...,u00)), F is the partial observation
vector, which does not contain all the clements of ¥ and
has the dimension s; < &,

The m-measurement feedback (m-MF) control policy is
based on the assumption that the system operates in feed-
back mode in the fulure m time steps, and without feed-
back mode aller the time k¥4 m [26]. This assumption is
equivalent to the approximation of the probability densities
for eqn. 12 by

Ay = pk = {plx(k + 0, plk + DT,
= plelk + 0. pl + D13 i=0..m
Pl + m + ) plk +m + D13y 0)
= pGelk 4 m + ) ple + 1+ DI Tgpm)s
j=l,... . N—k—m—1} fork<N—-—m—1 (20)

and without any approximation for &= N —m. This
assumption resulls in a suboptimal dual confrel scheme,
which is very difficult to detive. The p-approximation,
according to eqn. 20, also coincides with the one for the
OLF-policy (egn. 14) if m=0.

The wide-sense dual (WSD) and the utility-costs (UC)
control [7, 8] are based on other approximations. The
WSD-conirol uses a linearisaiion of the system equations
around the nominal trajectory of the system where the
OLE-control is used. The ulility costs approach [8] can be
considered as a goneralisation of the WSD-policy, where
various control policies may be used as a nominal trajec-
tory of the systems for further linearisation or other
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approximations, Various implicit dual control policies
have been sugpested, where different kinds of approxima-
tions and lincarisation have been used [10, 22, 34-37].
These approaches provide a dual control with improved
quality, but significant computational requirements in real
time restrict their practical applicability.,

7 Explicit dual control

Various cxplicit dual conirol algorithms have received
considerable attention [12, 14, 38-401. They arc based
on the minimisation of cost functions of the following form

K=+ Mg, A=0 2n
where J§ characterises the control losses, and J§ is the
uncertainty index. It should be noted thal the requirement

of lhe sulficiency condition for the optimum of the cost
function according to eqn. 21, ie.

FIg
k)

constraing the parameter 4 as 0 <A < | in many cases. A
simple example for applying this approach has been given in

>0 (22}

" [12]. These algorithms have been elaberated for very simple

system models and a structure ol the STR type. An applica-
tion of these approaches in designing a dual version of the
GMV controller was given by Chan and Zarrop [39]. The
shortcoming of this approach consists in the fact that the
magnitude of cxcitations cannot be controlled by means of
the parameter A. The amplitude of exeitations varies signifi-
cantly, and the control signal takes values in an interval
beiween cautious and CE-control, as shown in [12]. The
bicriterial approach, which has been introduced by Filatov
and Unbehauen [21], is free from this shortcoming.

Somic dual controllers, based on the minimisation of one
cost function with constraints for other cost functions, have
been presented by Alster and Belanger [41] and Body-
ansky [42], but the advantages of these approaches over
those with cost functions according to eqn, 21 are not
clearly indicated.

It should be noted that dual controllers can be derived
using various uncertainty indices J§ for the construction of
the cost [unction according to egn. 2L, It has been
suggested in [43] to use P4y, the covariance of the
unknown parameters. In the paper of Wittenmark [13],
the eost funetion

JE =P+ 1)) (23}
ig used, where P(X) is the covariance matrix of the estima-
tien crror. Goodwine and Payne [44] applied
_ det{PEh))

det{P(k + 1}
and for experiment design (not for dual control)
J¢ = log(det(P(k -+ 1)}) (25)

while Wittenmark and Tileviich [40), as well as Allison
ef al. [38], used the covariance of the estimate of the first
parameter by of the ARX maodel of the system. Instead of
the well known innavational cost measure of Milite et al.
[12], the [ollowing function can be used in the bicriterial
design method

Jo = (24)

JE = (P RPE + 1) (26)

or in the case of drift stochastic parameters
J¢ =Pk + 1|OPE + 1)} 27
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8 Brief history of dual ¢ontrol systems and their Naturally, the presented diagrams cannet inelude all

applications results, and many different adaptive dual controllers have

appeared in the literature since the first work of Feldhaum
Important stages in the development of dual adaptive [1-4] on dual control. It should be noted that this contribu-
control systems and their applications are presented in tion presents results in the development and appiication of
chrenological order in Figs. 10 and 11, respectively. adaptive dual control that have been obtained during the

formutation of the dual sffect on stochastic adaptive
conlro! systems by Feldaum [1-4]

unsclvahllity of original optimal dual contral problem leads to separation of
various approaches in two groups: explicit and implicit dual control

mathods and algorithms of explicit dual control o

¥

simple explicit dual controller of Zhivoglyadov
[44]

—

technlque of dual control using constraints of
uncertainty Indices (Alster and Balanger [41]}

v

dual controllar based on minimigation of special cost
ip =if + 7 {P(K)} by Wittenmark (13)

¥

Innovational dual controller of Milito &t al [12]

v

considaration of a multicriterial cptimisation for synthesis
of dual controller (Zhivoglyadey [471)

-

gensrallsed dual controfler of Chan and Zarrop [39)

v

firat convergencs analysis of expliclt adaptive dual
cantroller of Radencovic [50)

v

dual centrollers for systems described by 8-operator
models described in Zhivoglyadoy er al [52)

¥

further elabaoratlon of bicriterial design methad of dual
controflers {1995-96)

-

systems with direct adaptive pole-placement
{Filatov et al [111

- systams with pole-zero plasement

methods and algorithrms of implicit dual control

¥

separation theorem in linear stochastic systams
{Joseph and Tou [48])

Y

apenHoop fesdback (OLF) control policy of Drayfus
[25]

v

consideration of dual control problem for systams
with distributad parameters (Zhivoglyaday [48])

v

M-measuremant teedback (MF) contral policy of Curry
[28]

v

wide-sanse (W3} dual control policy for linsat
systams (Tse and Bar-Shalom [48]) and nonlingar
systerns (Tse et al [49])

v

separation in wide-sense of Speysr ot al [24]

v

wide-sens s dual control Tor systems with distributed
paramaters {Stavroulakls and Teafestas [51])

¥

methads of utility costs 8s a generalisation of WS dual
contral pelicy (Bayard and Eslami [8])

v

partial CE (PCE} contral (Filatoy and Unbehauen [21])
can ba used togather with bicriterial dual approach

¥

{Filatov et al [53])

systems with indirect adaptive pole-placamant (Filatov and
Unbshauen [32]}

Fig. 10  ifisorical siages in development of dual control theory

126

TEE Proc.-Control Theory Appl, Vol 147, Noo L Jannaey 2000



application of dual adaptive contro! ]

application of suboptimal adaptive dual controf
to geonomical problems (McRag [35])

simulation study of practical proliems of dual
contral of soft landing, interoeption, stachaslic
resource allocation (Bar-Shalom and Tee [7])

|

application to wood chip refiner contro!
{Dumaont and Astrom 154]}

{

application to thermomechanical pulping
rafinsr {Allison et al [55])

application to labaratory-acals vartical take-off
aircraft (Filatov et al [53])

Fig. 11 [Historical stages in application of dual adapiive control

last few years. Spccial attention is given to practical
aspecis ol adaptive and dual control, as well as applicalions
and development of madcrn soltware,

The most important stages in the development of adap-
tive dual control were: the discovery of the dual effect in
stochastic adaptive systems; and the separation of the basic
principles relating to the design of dual controllers into two
groups: implicit and explicit dual control, which are hased
on approxinations and reformulations of the dual control
problem and the elaboration of the bicriterial design
method. Also important was the development of dual
adaptive control in systems with nen-stochastic uncertain-
tics [36, 57]. Tt should also be noted that the BPF and 8-

operajor models are very important for the development of

modern software for real-iime adaptive dual controllers
with a high sampling rate.

9 Gonclusions

A detailed classification of dual control methods -and
stochastic adaptive control approaches has been presented.
The development of dual control theory and applications
has been considered in chronological order from the early
1960s 1o present. Various simplified approaches for the
design of dual control systems have been anulysed and
compured. The modern adaptive dual control methods,
which are suitable for praciical applications, have been
reviewed,
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